
tude of the bias that an accident would produce, if one were to occur, by

identifying the level of traffic flow. That is, for the accidents simulated

for this report, the bias is dependent mainly upon the flow level. For ex­

ample, if recent density estimates are, say, around 15 veh/mile/lane, then if

an accident were to occur, a bias of around 8 would be expected. (This value

was obtained from simulation results.) Knowledge of the expected bias magni­

tude greatly increases the GLR detection system performance since this infor­

mation can be used to aid in selecting the threshold, £. That is, if we expect

biases of around 50, then the threshold can be set high so that very few false

alarms result. Alternatively, if we expect a bias of only 5, we are forced to

lower the threshold in order to detect it and thereby suffer a rise in the false

alarm probability. In the simulations of this sytem, thresholds ranging from

2.5 at low flow levels to 3.6 in heavy flow, were found to produce good detec­

tion performance.

Recall that at least 45 seconds but less than 65 seconds are purposely

elapsed before a bias will be declared present. In a heavy flow accident,

when the bias requires more than a minute to grow to its final value, more

than one bias detection will result. The first will occur before the bias

reaches its final value. The estimated bias will be some intermediate value

and the compensation will be only temporarily correct. The second detection

will occur some 45-65 seconds later and another bias value will be estimated.

This second bias estimate, when added to the first, will equal the final

bias value, assuming it has been reached by this time. Similarly, when an

accident in heavy flow clears, a series of negative bias detections will re­

sult if the congestion slowly disappears.

At this point, an incident cannot be distinguished from a stationary non­

incident inhomogeneity. Thus, another test must be performed. One possibility

is to activate the dynamic model-based incident detection system discussed

by E. Chow [4] and Greene [ 3 ]only after a bias detection by the density es-

timation system and let these more sophisticated systems make the distinction.

Because these systems are based on a dynamic traffic model, they are capable

of distinguishing between incident conditions and normal traffic dynamics.

This possibility seems very promising, assuming that all the incidents get

detected by the GLRbias detection system. If some are missed, then the
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dynamic model based systems will not be activated and will not detect them

either. Although no incidents have gone undetected in the simulations thus

far, it is conceivable that an incident could result in a zero bias. This

could happen if the incident is situated on the link such that the average

of the densities at the link endpoints is approximately equal to the link

density throughout the incident duration.

It was just mentioned that no accidents were missed by the GLR bias

detection system in simulation studies. However, Figure 5.4 apparently in­

dicates that, using a threshold between 2.5 and 3.6, as we did, there is a

very high probability of missed detection (especially for small biases).

Thus, the simulated system performance seems to be much better than what was

predicted analytically. The reason for this inconsistency is in the inter­

pretation of Figure 5.4. Suppose that one has selected a threshold (i.e.,

false alarm probability) and a bias of magnitude b suddenly appears. Fig­

ure 5.4 gives the probability that this bias will not be detected exactly

50 seconds later (assuming it has not already been detected). The actual

missed detection probability of the system is the probability that the bias

will occur, persist and disappear and not be detected. Using a time detec­

tion window from 45 to 65 seconds, the missed detection probability of the

system y , with fixed b and € (or S) is found as follows:
s

Y = Prob [missed at t=45] • Prob [missed at t=50 Imissed at t=45] •
s

Prob [missed at t=55 I missed at 45 and 50] • Prob [missed at t=60 I
missed at t=45, 50 and 55] • Prob[missed at t=65lmissed at t=45,

50, 55 and 60]. (5.34)

Thus, Y is much less than the y given in Figure 5.4. The calculation of y
s s

is difficult due to the correlation between terms in Eq. (5.34). (See [34].)

In conclusion, the GLR bias detection system shows remarkable promise

as an incident detection system.

5.1.6 Estimation Performance

In this section the results of simulations of the density estimation
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system described in Section 5.1.3 and 5.1.4 and shown in Figure 5.5 are pre­

sented. The scenarios selected span a wide variety of traffic conditions.

Shown graphically in this section is the estimation performance in incident

and non-incident conditions and over a wide range of flow levels. The detec­

tions made by the GLR system are examined and shown graphically. It should be

realized that the vehicle count data from presence detectors used by the den­

sity estimation system are corrupted in the manner discussed in Section 2.

All graphs in this section plot the actual and estimated link density

versus time. Also plotted are the observations of den sity obtained from

occupancy measurements via Eq. (5.4).

The estimated and actual link density on Link 3 of Simulation 29 (see

Table 4.2) are shown in Figure 5.6. Although the initial estimated density

is off by a factor of 4, the filter weighs the observations heavily at first

and the estimate drops rapidly down to the actual density. The traffic on

Link 3 is extremely light and homogeneous until t=ll5 sec at which time a

large flow of traffic begins to enter the link. Because the vehicle count

data is relatively good, the estimate is able to track the sudden rise in

density accurately.

Figure 5.7 is associated with Link 5 of Simulation 28. Although the

traffic is inhomogeneous, there is no incident and the GLR bias detection

system did not detect a bias. Again, there is a large error in initial

conditions. The density drops drastically at t=l90 due to two slow upstream

drivers clogging up traffic (as described in Table 4.2).

The estimated and actual link densities on Link 4 of Simulation 21 are

shown in Figures 5.8 and 5.9. The traffic is initially very heavy. An in­

cident occurs at t=180 (see Figure 5.8) and the incident clears at t=540

(see Figure 5.9).

It is interesting to note the behavior of the observations in this

example. Before the incident, they are scattered above and below the link

density, as they were in the non-incident examples of Figures 5.6 and 5.7.

The occurrence of the incident immediately results in a drastic bias in the

observations. This bias is detected at t=240 to be of magnitude 36. The
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incident occurrence time, 6, was estimated to be 190. The compensation to

the estimate was 10.5 and is clearly evident in Figure 5.8. Because the

congestion associated with the incident continued to grow with time, so

did the bias and it as detected again at t=295 and again at t=345. The re­

peated detection and compensation was able to track the density as shown.

The estimated bias is added into the observations at each detection, as dis­

cussed in Section 5.1.4.6, which accounts for its step-like rise with time.

After the incident cleared, the observations became biased in the other

direction and the detections and compensations made are shown in Figure 5.9.

Thus, the end of the incident was signalled.

Figure 5.10 is associated with Link 4 of low flow incident Simulation 26.

Note that the incident occurs at t=120 but does not really have much effect

on the link density until t=250. However, a bias is seen to quickly develop

in the observations and a detection and compensation is first made at t=185.

Note also that another detection is made at t=310, but that the compensation

resulted in a bias in the estimated density.· If the bias, b, is accurately

estimated, then the observations will become zero mean around the actual

density and the bias in the estimate will disappear with time.

Table 5.2.shows the error in the estimates for the simulations of

Table 4.2. It is evident from Table 5.2 that this density estimation system

provides very good estimates in a wide range of flow conditions and in homo­

geneous as well as inhomogeneous conditions.

5.1.7 Conclusions

The dynamic model based incident detection systems discussed by

E •.Chow. I 4] and GreenaJ.LG] uses the density estimates obtained from the

system developed in this section. The density estimation system provides

excellent estimates under all conditions. The system also shows promise as

an incident detection system in itself.

5.2 SPACE-MEAN SPEED ESTIMATION

5.2.1 Introduction

Payne [1] found that the better incident detection algorithms were based

upon occupancy or simple functions of occupancy, as opposed to flow measure-
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TABLE 5.2

DENSITY ESTIMATION ERROR STATISTICS

Simulation
Threshold

Sample Mean of the Sample Variance of the IIdentification Estimation Error on Link Estimation Error on Link
Number e:

6 5 4 3 2 1 6 5 4 3 2 1

29 3.6 -.5 -2.1 -1.9 -.05 -.94 -3.2 21. 19. 17. 43. 23. 15.

28 3.6 -.4 1.6 3.1 0.34 -.22 -1.5 27. 7.9 3.3 1.4 2.0 6.3

27 3.0 .80 1.4 3.2 .66 -.5 .001 1.2 1.3 5.5 .26 2.0 2.7

26 2.5 -0.2 .73 2.3 2.6 -.39 -1.6 2.0 1.4 2.3 7.6 2.4 6.5

22 2.8 1.9 .13 3.3 1.2 .70 -.66 5.0 5.9 5.7 6.0 10 •. 7 16.8

I
21 3.5 -.13 3.7 7.4 -1.7 5.6 7.9 8.1 26.8 17.4 19.4 10.2 6.9



ments. Because occupancy is conditionally related to density, this result is

consistent with the results of Mitchell [21]. He found section density to be

the measurement most crucial to the detection of incidents. However, in

addition to a density estimate, the incident detection systems of Volumes III

and IV require a space-mean speed estimate. Space-mean speed estimation is the

concern of this section.

The space-mean speed estimation system described in this section performs

very poorly, relative to the density estimation system of Section 5,1" It

is included here only so that readers of the reports by, Chow and Greene

will be aware of the quality of the space-mean speed ~stimates used by the

dynamic model-based systems and'how these estimates were deri.ved from pre­

sence detector data.

In Section 5.2.2, other efforts at estimating V are discussed, See­
s

tion 5.2.3 presents the method used here. The performance of this new

method is described in Section 5.2.4, Section 5.2.5 concludes Section 5,2,

5.2.2 Other Efforts

The major contributions to space-mean speed estimation have come from

Mikhalkin [lg>], [;~Q] and Nahi [151, []b,]. Mikhalkin' s method consists of

first estimating vehicle speeds as they cross the detector and then using

a harmonic average of these speeds (see Eq. (3.9) and Appendix B) to obtain

a space-mean speed estimate. This method has two weaknesses; (11 the

method is complicated because the individual vehicle speed estimation scheme

is complex and (2) the harmonic averaging is only valid under space-time

homogeneous traffic conditions.

Nahi's method models the space-mean speed as a Ifunction of time as a

first-order, stationary random process. The model also requires estimates

of vehicle speeds as they cross detectors. The only result presented showed

excellent space-mean speed estimation in horoogeneous traffic conditions. It

is not clear how the estimator would perform in incident conditions.
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5.2.3 Space-Mean Speed Estimator

A simple new approach to space-mean speed estimation is presented here.

The method derives an estimate of V from the density estimation system of
s

Section 5.1 and flow information from the detector, thus eliminating the need

for knowledge of vehicle speeds as they pass over detectors.

The estimator is

V (k)
s

A

=~
A

P (k)
(5.35)

where p(k) is the density estimate obtained from the system described in
A

Section 5.1. <P(k) is an estimate of the average flow on the link at time k.

At present <P(k) is obtained by simply averaging the flow rates past each

link end point over the kth time interval as measured by the detectors.
A A _ ..!::

Note that Eq. (5.35) is exactly Eq. (3.7) with p=p, <p=<p and V =V •
s s

Recall that Eq. (3.7) was derived under space-time homogeneous traffic con-

ditions. Thus the estimator, Eq. (5.35) has two weaknesses; (1) it is valid

only under space-time homogeneous conditions and (2) the flow estimate,

using 5 second timesteps, is very noisy and may not trac~ the actual average

flow on the entire link. The advantages of using Eq. (5.35) to estimate

space-mean speed are (1) it is simple and (2) it does not require that the

speeds of vehicles be estimated as they cross detectors.

5.2.4 Estimation Performance

The estimation of space-mean speed using Eq. (5.35) is poor. In Table

5.3 the statistics of the estimation error for the simulation of Table 4.2

are presented. From this table it is evident that the variance of the esti­

mate is quite large.

5.2.5 Conclusions

Eq. (5.35) was used to provide space-mean speed estimates to the dynamic

model based incident detection systems discussed by Greene [3 ] and Chow

[ 4.]. The estimates are very poor relative to the quality of the density

estimates provided by the system of Section 5.1.
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TABLE 5.3

SPACE-MEAN SPEED ESTIMATION ERROR STATISTICS

I Simulation Sample Mean of the Sample Variance of the
Identification Estimation Error on Link Estimation Error on Link

Number
6 5 4 3 2 1 6 5 4 3 2 1

29 -7.6 .74 -.5 2.4 0.83 4.9 1662. 1055. 1200. 563. 438. 239.

28 -1.7 -3.1 -4.5 -.5 -.44 1.4 379. 257. 170. 101. 109. 80.

26 -4.4 -6.3 -1.5 -13.0 -2.5 -1.0 507. 563. 296. 1014. 485. 405.

22 -13.6 -6.3 -35. -10.4 -7.5 -2.3 1129. 845. 21069. 970. 799. 532.

21 -6.7 -10.3 -0.2 0.6 -0.6 -5.9 2672. 684. 10.9 8.5 10.6 53.8
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6. DISCUSSION AND DIRECTION FOR FUTURE WORK

In this thesis we have discussed a wide variety of topics. Presence

detectors were modelled, the occupancy-density relationship was explored,

the California Algorithm #7 was examined and methods for estimation dens­

ity and space-mean speed were developed. Incident detection was the under­

lying concern of each of these topics and provided conti.nuity to the thesis.

The presence detector model which was developed was a direct result

of the findings of Mikhalkin [19]. The model itself is exceedingly simple

but was the best attainable from the available literature. It is suggest­

ed that a more accurate model be developed for simulating presence det­

ector signals. The recent results of Houpt and Olesik [35] and of Mills

[36] may be of interest in this cause.

Using this simple model in conjunction with the lane changing model

in the microscopic traffic simulation program, results were stated concern­

ing the frequency that errors are made in counting vehicles at detector

stations. These results are believed to be new to the literature and are

considered to be an important contribution to this report. The precise

error frequency results stated should not be considered accurate results

in a real world sense, due to the inevitability of modelling errors. That

is, these results should be empirically verified by actually testing at

a freeway detector station before interpreting them to be accurate. Never­

theless, the general results that detector stations almost never miss a

vehicle and occasionally count a vehicle more than once, due to lane

changing in the vicinity of a detector station are certainly accurate

statements, based on the results of Mikhalkin[1,9]. This vehicle count

error issue must be dealt with in designing a density estimation system

in the fashion of Nahi. However, it seems to have been ignored in the

literature.

The study of the relationship between occupancy and density in Chap­

ter 3 resulted in Eg. (3.13). The relationship defined by Eq. (3.13)

was found to be accurate in smoothly flowing conditions and, essentially,

inaccurate otherwise. The use of this result requires that E[l/~+d] be

known, but, this may not be readily attainable. Imperfect knowledge of

this term will result in a bias in the observations used in the density

89



estimation system. One can, initially, check for this bias and adjust

the value until one gets zero bias under homogeneous conditions. No

experimental work has been done with Eq. (3.13) and, again, it is highly

recommended that some be done before this result be considered an accurate

relation in real-world traffic conditions. It should be realized that

many approximations were made in arriving at Eq. (3.13), but that they

are all realistic assumptions. The general result that Eq. (3.13) est­

imates the local density rather noisily but with zero-mean is reliable and

very important. The technique of thinking of space-time homogeneity in

terms of density maps was crucial to the understanding of the relation­

ship and, in general, is a valuable technique is studying the complex

traffic flow process. All these results were developed independent of any

information found in the literature and are believed to be new and of

value.

The study of California Algorithm #7 in Chapter 4 very specifically

identified its fundamental limitations. These results are general in the

sense that they also apply to the twenty second version of California

Algorithm #7 and other versions of the California Algorithm. Basically,

the algorithm has very serious deficiencies at low, or even moderate,

flow levels. This result is certainly not obvious at first glance, al­

though it is pointed out in [5] that this algorithm cannot be expected to

detect incidents at low flow levels. The biggest emphasis in [5] was

on compression waves which cannot, as yet, be realistically simulated.

These compression waves were found to be the largest source of false

alarms in the algorithm and it is advised that some simulation method be

developed.

It is clear from the study of CA-7 in Chapter 4 that an algorithm

of this type is simply not sufficient for incident detection purposes.

Presence detector data must be converted into spatial quantities (e.g.

density and space-mean speed) because local quantities (e.g. occupancy

and flow) do not adequately reflect the occurence of an incident due to

the random spatial location of the incident. These spatial variables

might be used to detect incidents using a CA-7 type of method (i.e.

without the aid of a dynamic model describing their evolution). Such a

system can be expected to work better than CA-7 because an incident at

any point along the roadway will be reflected in the variables measured.
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An investigation into this type of incident detection system is recommended.

It is very important that naturally occurring stationary spatial in­

homogeneities be distinguishable from actual traffic accidents. A dynamic

model describing the spatial and temporal evolution of the traffic varia­

bles in accident and non-accident conditions allows the possibility of

making such a distinction. The Payne-Isaksen model has been used sucess­

fully in this regard by Greene [3] and Chow [4]. The results of a compar­

ison between CA-7 and the MM and GLR systems can be found in [1]. Essent­

ially, these new systems displayed the ability to identify a variety of

incident types correctly. CA-7, on the other hand, only is capable of

detecting accidents. False alarms result in CA-7 from naturally occurring

stationary spatial inhomogenieties which are detected as such by the MM

and GLR systems.

The MM and GLR systems can detect incidents at flow levels as low as

800 vehicles/hour per lane. This is far below the lowest level that CA-7

can detect at (i.e. about 1200 vehicles/hour per lane) and, in fact, is

lower than that of any other incident detection system in existence. The

The reason for this improvement over existing methods in detecting incidents

at low levels is attributed to the new approach used by these systems.

That is, the MM and GLR systems compare the observations (i.e. density

and space-mean speed estimates) with those predicted by the Paysne-Isaksen

model. If the observations do not fit the model, then an accident may be

declared. Because the model describes traffic flow in a wide range of flow

conditions, the systems are able to detect incidents in a wide range of

flow conditions. Existing methods cannot detect over a broad range of

flow levels.

When the density estimates obtained using the method described in

Chapter 5 were incorporated into the MM and GLR systems of Greene [3] and

Chow [4], the reSUlting system displayed detection capabilities which

significantly exceeded those of CA-7 or any other existing system. Of

course, it is recommended that these systems gain some actual experience

in real world situations. However, the goal of the overall research effort

was indeed reached.

The density estimation system presented in Section 5.1 is regarded

as the major contribution of this report. It is believed that this sys­

tem exceeds the performance of all existing methods and, in additon, is
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exceedingly simple. Not only that, it works even in accident conditions

and can be used to detect spatially inhomogeneous conditions. No initial

knowledge of the freew.ay conditions are needed to start the system. How­

ever, it should be noted that we have assumed that no incident occurs

when the system is in its start-up transient. This is a fundamental lim­

itation of this system but is not necessarily a serious problem. That

is, the system requires approximately one minute of data in order to lock

on to the current density level. Several minutes would be preferable.

If an accident were to occur during this period, the density estimates

would not be meaningful until the accident congestion reached either a

steady state length or fills up the entire link. However, the probabil­

ity of this event occurring is small, and, even if it does, in fact,

occur, the system will merely take longer to lock on to the true density

level.

The observations for this system were 5 second occupancy measure­

ments converted to density estimates using the scale factor of Eg. (3.13).

It is possible that one can slightly low pass filter these observations

and have them still be zero-mean, effectively white and less noisy (i.e.

lower variance). This can be expected to aid in detecting smaller biases

since H and consequently C~ would rise. Unfortunately, the filtering

would smooth out the signature of the incident in the observations (i.e.

the sudden bias) and would lead to a longer mean time-to-detect.

The true capabilities of this system cannot be ascertained until

it has been experimentally tested. This should be done. It is believed,

however, that an experimental implementation of this system would be suce­

essful.

The success of this system can be attributed to the fact that the

system uses independent measurements of density. That is, car counts are

used (as in Nahi's mentod) and occupancy is used (as in Eq. (3.13».

Together, the two provide two different perspectives at which to view the

actual density. This is one problem with CA-7. That is, CA-7 uses occ­

upancy measurements only and all flow information is effectively ignored.

The independent measurement characteristic of this system is not present

in any previously developed density estimation method.

The incident detection capabilities of this system are deemed
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exceedingly interesting and are worthy of further development. It is

believed that this system can detect incidents at very low flow levels

(i.e. around 700 vehicles/hour per lane) if the band of congestion assoc­

iated with the incident is located between, and not on, detector stations.

If the congestion is on top of a station, the resulting bias in the obs­

ervations will not be as significant as if the incident were between

stations, and thus, may not be detectable. However, a CA-7 type of alg­

orithm, with appropriately selected thresholds, performs best when the

incident congestion actually covers a detector station. Therefore, a

possible realization of an incident detection system might be two systems

operating in parallel; (I) the density estimation system/incident detection

system and (2) a CA-7 type of algorithm. In very low flow conditions,

the CA-7 type of algorithm could detect incidents if the incident conges­

tion actually covered a detector station. If the congestion were betw-

een stations, the density estimation system would detect it. In moderate

or heavy flow conditions, thedensity estimation system would suffice.

Such a simple system would be able to detect low flow incidents and is

believed worthy of future work.

There are two major areas which require further development. The

first is the model for the bias used in the GLR detection system. Instead

of modelling the bias as a sudden event, it should be modelled as a ramp.

The rise time would be parameterized by the current flow level. Such a

model more reasonably describes the physical situation and can be expected

to produce even better results.

Secondly, considerable effort needs to be expended towards the dev­

elopment of a space-mean speed estimation system. The system presented

in Section 5.2 is, by no means, considered a contribution to the litera­

ture due to its poor performance. However, the system is simple and does

not require that speeds of individual vehicles be known as they cross

presence detectors. From a practical standpoint, these characteristics

should be preserved in the development of a space-mean speed estimation

system. This is because the estimation of individual speeds is not a

simple matter. Mikhalkin [19] had reasonable sucess and the work of 61esik

[35] may become useful in this regard. Olesik showed that the vehicle
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type can be identified from the analog signal in the presence detector.

This information, along with presence time information, can be combined

to yield a speed estimate. However, as pointed out earlier, given a

set of individual speeds of vehicles, it is not clear how to combine them

into a space-mean speed estimate which is accurate in all types of traffic

conditions. Existing methods do not appear to be adequate.

94



APPENDIX A: SIMULATION OF VEHICLE AND DRIVER TYPES

The microscopic traffic simulation program requires that a distribution

of vehicle and driver types be specified. There are six vehicle types and

nine driver types modelled into the program. The vehicle types are defined

by the vehicle's length and width and the vehicle's acceleration capabilities.

Each of the nine driver types require the specification of 27 parameters.

Fast, medium and slow drivers are each modelled by a set of 26 of these para­

meters. The parameter values were taken from the results of a study (see

Mitchell [21]). The 27th parameter is a risk level indicator (either high,

medium or low). This quantity indicates the driver's willingness to maintain

a small headway and make lane changes. Fast, medium and slow drivers can each

be high, medium or low risk level drivers, thus accounting for nine driver

types in all.

The user of the simulation specifies the percent of each vehicle type and

driver type. The driver types are distributed uniformly among the vehicle

types.

A study bas been made (see Mitchell ~1]) to decide realistic choices for

these percentages. The result, referred to as a standard mix of traffic is

presented in Table A.I. The standard mix was used in all simulations reported

here.
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TABLE A.l

STANDARD MIX OF TRAFFIC

Vehicle Types

Description Acceleration Length (ft) Width (ft) Percent

car good 18 6 43.750

car medimn 18 6 39.375

car poor 18 6 4.375

van - 20 7 6.250

truck - 40 8 3.750

truck - 60 8 2.500

Driver Types

Driver Risk Level Percent

slow low 1

slow medium 3

slow high 1

medium low 9

medium medium 27

medium high 9

fast low 10

fast medium 30

fast high 10
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APPENDIX B: HARMONIC AVERAGING OF VEHICLE SPEEDS

Under conditions of space-time homogeneity on a section [x, x~~x] over a

time interval [t, t+T], Eq. (3.9) can be used to determine the space-mean speed

on the road from the speeds of vehicles as they cross a detector station. For

convenience Eq. (3.9) is rewritten here.

N(t,T)
v (x, ~x) = ~----------s N(t,T)

~L
j=l v j

(B .1)

where N(t,T) is the number of vehicles to cross a fixed point, xo' Xo E [x, x+6x],

during the t~e interval [t, t+T] and the V., j = 1,2, ...N(t,T), are the speeds
J

of successive vehicles.

Averaging vehicle speeds according to ~q. (B.l) is called harmonic aver­

aging. The purpose of this appendix is to give some intuition into the reason

for a harmonic average and to explain why the common arithmetic average is

incorrect. An example may help clarify these issues.

Assume that there is an equal number of vehicles travelling at 30 miles/hr

and 60 miles/hr on a road. That is, suppose at any instant, there are 10

vehicles travelling at 30 mph and 10 vehicles travelling at 60 mph on a one

mile section of road. Let us calculate the rates at which these vehicles cross

a detector at the downstream end. Assume that the vehicles at each speed are

uniformly spaced along the section. After one minute all 10 60 mph vehicles

will have reached the downstream end while only S 30 mph vehicles will have

reached the end. Thus, an observer at the end of the section would see twice

as many 60 mph vehicles as 30 mph vehicles pass by when in fact there are equal

numbers of each on the road. Clearly an arithmetic average of the speeds of

successive vehicles passing the observer is incorrect. Such an average would

yield 2/3(60) + 1/3(30} = 4S mph as the space mean speed on the road.

The observer should make his space-mean speed estimate as follows. He

observed 15 veh/min (or 900 veh/hr) pass him by. 1/3 of the flow (S vehicles)

was from 30 mph vehicles and the rest (10 vehicles) was from 60 mph vehicles.

Assuming space-time homogeneity, the density of 30 mph vehicles is
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1/3 (900 veh/hr)
30 mph = 10 veh/mi.le (B.2)

and that of 60 mph vehicles is

2/3 (900 veh/hr) = 10 veh/hr (B.3)
60 mph

averaging these two spatial results yields the correct result. Note that the

computation of Eq. (B.2) and Eq. (B.3) is the same as Eq. (B. 1). The only

difference is that flow rates, and not the number of vehicles, is used in

Eq•. (B.2) and (B.3).

In this example, the arithmetic average was larger than the harmonic

average. It can be shown (see Wardrop [%7]) that this is always the case.
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