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Abstract

Magnetic resonance imaging (MRI) has become a widely used research and clinical tool in the study of the human brain. The ability to robustly, accurately, and repeatably quantify morphological measures from such data is aided by the ability to accurately segment the MRI data set into homogeneous regions such as gray matter, white matter, and cerebro spinal fluid. The large amount of data associated with typical MRI scans makes completely manual segmentation prohibitive on a large scale. In this paper an efficient approach to the segmentation of such MRI imagery is presented. The approach uses an estimation-theoretic interpretation of the segmentation problem to develop a computationally efficient, statistically-based recursive technique for its solution. Being statistically based, the method also provides associated measures of uncertainty of the resulting estimates, which are extremely important both for evaluation of the estimates as well as their combination with other sources of information.

1 Introduction

Magnetic resonance imaging (MRI) has become a widely used research and clinical tool in the study of the human brain. The size and shape (i.e. the morphology) of the various structures of the brain which can be obtained from such imagery correlate with various developmental differences, disease states, and injuries. In [1] independent measures of brain volumes, shapes, and positions are readily correlated with behavioral as well as physiological measures. For instance, [2] suggests that Rett syndrome, a progressive disorder associated with regression of psychomotor development and slow brain growth to age one, could be diagnosed by precise volumetric analysis of cortical and nuclear structures over time. Also, in [3], it was shown that the female brain is approximately 10% smaller than a male brain but the disproportionate variation in the volumes of male and female brain regions and substructures reported was not consistent with a simple allometric explanation for the sexual dimorphism. Shenton et. al [4] measured post mortem left temporal lobe volumes in schizophrenics. Certain anatomical differences from normals in these volumes correlated with schizophrenia. In [5], clinically relevant frontal brain lesion volumes were measured morphologically
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by MR imaging and validated by measuring CT blood flow in the same volume. These are only a few examples which strongly suggest the ability to robustly, accurately, and repeatably quantify such morphological measurements is extremely important.

Accurate and reproducible quantification depends on accurate segmentation and classification of the MRI brain data set into constituent functional parts. In particular, this overall goal is aided by the segmentation of the raw MRI data into homogeneous regions such as gray matter, white matter, and cerebro spinal fluid (CSF). These regions and their boundaries have typically been delineated through a labor intensive procedure by specially trained technicians, at great expense in time, money, and effort and with the greater variability that comes with human intervention [6]. The incorporation of automation in the segmentation process has been shown to reduce variability across technicians and across morphological structure measurements [7]. Such results have prompted greater interest in increasing the automation of this component of the analysis process, which is the long term focus of this work.

One promising approach that has been taken to automating such segmentation problems in the computer vision literature is the use of a variational or cost-functional framework [8–14]. In these approaches to segmentation an energy functional captures desired properties of the resulting segmentation, such as smoothness within homogeneous regions, preservation of boundaries between homogeneous regions, etc. The minimum energy the functional can attain given the observed image is chosen as the segmentation. The advantage of such methods is the ease with which various desirable effects can be directly incorporated into the energy functional and reflected in the resulting segmentation. Unfortunately, obtaining the minimum of these energy functions leads to large and computationally taxing optimization problems. In addition, while these deterministic methods can provide estimates of the underlying components and their boundries, they do not provide information about the uncertainty in these estimates. Such measures of uncertainty are important both for direct evaluation of the estimates themselves, as well as providing the information necessary to fuse these estimates with other sources of knowledge, such as probabilistic atlases, images from other modalities, etc. Further, while the addition of many terms capturing various effects is conceptually simple, the specification of the corresponding weights or importance given to these terms can be challenging.

Alternative statistical formulations of such segmentation problems based on Markov random field (MRF) prior models [15–17], while also providing visually desirable solutions, also lead to computationally taxing optimization problems. Indeed, the resulting optimization problems are very similar to the variationally derived ones. Furthermore, while these Bayesian approaches conceptually provide a framework for the calculation of measures of uncertainty (i.e. estimation error variances), in practice, such measures are virtually never obtained due to the great computational cost involved. Thus current methods for the automation of MRI segmentation are computationally costly and, further, do not provide rational measures of uncertainty.

To overcome the above limitations of existing methods, in this paper we present a statistically-based recursive approach to the segmentation of MRI imagery which is computationally efficient and provides measures of uncertainty of the resulting estimates. The approach is based on an interpretation of the segmentation problem as an equivalent recursive estimation problem. This enables the use of efficient, near-optimal recursive filtering methods for its solution. As a result, rather than solving the large overall segmentation problem all at once, the problem is decomposed into a sequence of smaller estimation problems, yielding computational efficiency in addition to uncertainty measures.

The paper is organized as follows. In Section 2 we present a summary of the variationally-based image segmentation on which we build. We then present an interpretation of the segmentation
problem as an estimation problem in Section 3. In Section 4 we show how this problem may be solved recursively and thus efficiently. In Section 5 we show examples of brain segmentations using our approach. We then present our conclusions in Section 6.

2 A Variational Formulation of the Segmentation Problem

2.1 Problem Statement

We base our approach to the segmentation of MRI imagery on a variational formulation of the segmentation problem presented in [8,9,12]. This formulation simultaneously produces a segmented image estimate \( \hat{f} \) and edge map estimate \( \hat{s} \) as the minimizers of the following energy functional:

\[
E(f, s) = \int_{\Omega} \left( \mu (g - f)^2 + \lambda (1 - s)^2 |\nabla \hat{f}|^2 + \nu \left( \rho |\nabla s|^2 + \frac{1}{\rho} s^2 \right) \right) dx \, dy \tag{1}
\]

where \( g \) denotes the observed image data, \( f \) denotes the piecewise smooth approximating field, \( s \) denotes the corresponding continuous edge strength image, \( \Omega \) is the image domain and \( \mu, \lambda, \nu \), and \( \rho \) are scalar weights specifying the relative importance of the terms. The edge image \( s \) can be viewed as an indication of edge or boundary strength at each location in the observed image, and ranges in value between 0 and 1. There are three types of terms in (1) – a data fidelity term, a smoothness term, and edge penalty terms. These terms ensure that the pair \( \hat{f}, \hat{s} \) that minimizes (1) has the properties that \( \hat{f} \) is close to the data \( g \), that \( \hat{f} \) is nearly flat except where \( s \) is close to 1 (indicating the presence of an edge), that the edge field \( \hat{s} \) itself is smooth, and that the number of edges (i.e. the size of \( \hat{s} \)) is not too great, preventing over-segmentation. Note that as \( \rho \to 0 \) it is shown in [12] that the solution of (1) approaches the binary edge formulation of [10].

In practice, (1) is solved by alternatively fixing \( s \) and minimizing with respect to \( f \) and then fixing \( f \) and minimizing with respect to \( s \), as shown in Figure 1. This corresponds to alternatively estimating the values of homogeneous image regions assuming that the location of the boundaries between them are known and then estimating the location of the boundaries assuming the values within the smooth, homogeneous regions are known. In particular, with the edge field \( s \) considered fixed, the following energy functional is minimized for the segmented image values \( f \):

\[
E_s(f) = \int_{\Omega} \left( \mu (g - f)^2 + \lambda (1 - s)^2 |\nabla f|^2 \right) d\Omega \tag{2}
\]

Note, in this step a penalty, \( |\nabla f|^2 \), enforces smoothness on the resulting estimated field \( f \) except where the edge field \( s \) is close to 1.

For the other step, the image \( f \) is considered fixed and the minimum of the functional with respect to \( s \) is sought. This step can be shown to be equivalent to minimizing the following energy functional for \( s \) [18]:

\[
E_f(s) = \int_{\Omega} \left( \lambda |\nabla f|^2 + \frac{\nu}{\rho} \right) \left( \frac{\lambda |\nabla f|^2}{\lambda |\nabla f|^2 + \frac{\nu}{\rho}} - s \right)^2 + \nu \rho |\nabla s|^2 \, d\Omega \tag{3}
\]

The second term is a penalty that will impose smoothness on the resulting edge field everywhere, while the first term contains an equivalent derived “observation” of the edge field based on a normalized gradient of the image \( f \). In particular, note that this observation, \( \lambda |\nabla f|^2 / (\lambda |\nabla f|^2 + \frac{\nu}{\rho}) \), has values in the range \([0, 1]\) and will be close to 1 where the gradient of \( f \) is large.
2.2 Discretization

In practice, we work on a discrete grid of sample points and approximate the gradient operator with a finite difference scheme. In particular, we assume that both \( f \) and \( s \) are sampled on the same \( n \times n \) row-column grid containing a total of \( n^2 \) points. It will prove convenient to define the \( n \)-vectors \( f(j) \) and \( s(j) \), obtained by stacking the sampled image values \( (f)_{ij} \) and sampled edge field values \( (s)_{ij} \) in column \( j \), respectively, as illustrated for the \( f \) field in Figure 2. We also define \( f \) and \( s \) as the overall \( n^2 \)-vectors of these sampled points, obtained by stacking the \( f(j) \) and \( s(j) \), respectively. Similarly, we define \( g(j) \) to be the \( n \)-vector obtained by stacking the sampled observation values \( (g)_{ij} \) in column \( j \) and define \( h(j) \) to be the \( n \)-vector obtained by stacking the sampled values of the \( s \)-field “observation” \( \lambda | \nabla f |^2 / (\lambda | \nabla f |^2 + \nu / \rho) \) in column \( j \). In particular, the latter samples are given by

\[
\begin{align*}
\text{h}(j)_i &= \frac{[(f)_{ij} - (f)_{i,j-1}]^2 + [(f)_{ij} - (f)_{i-1,j}]^2}{[(f)_{ij} - (f)_{i,j-1}]^2 + [(f)_{ij} - (f)_{i-1,j}]^2 + \frac{\nu}{\rho}}
\end{align*}
\]

serve as a normalized gradient observation, lying in the range \([0, 1]\).

With this notation, a discrete version of the field energy term \( E_s(f) \) given in (2) may be obtained as\(^1\):

\[
E_s(f) = \sum_{j=1}^{n} \|g(j) - f(j)\|^2_{M} + \|D_r f(j)\|^2_{V(j)} + \|f(j) - f(j - 1)\|^2_{V(j)}
\]

(4)

where \( \|x\|^2_{M} = x^T M x \) and \( D_r \) is a first-order difference operator along the rows of each column given by:

\[
D_r = \begin{bmatrix}
-1 & 1 \\
\vdots & \vdots \\
-1 & 1
\end{bmatrix}.
\]

(5)

The weighting matrices \( V(j) \) are diagonal and capture the spatially varying, edge-dependent weights on column \( j \) of the gradient term in (2). In particular, \( V(j)_{ii} = \lambda [1 - (s)_{ij}]^2 \).

Similar to (4), a discrete version of the edge energy term \( E_r(s) \) given in (3) may be obtained as:

\[
E_r(s) = \sum_{j=1}^{n} \|h(j) - s(j)\|^2_{W(j)} + \|D_r s(j)\|^2_{\nu \rho I} + \|s(j) - s(j - 1)\|^2_{\nu \rho I}
\]

(6)

where \( D_r \) is the row-derivative operator defined in (5) and the weighting matrices \( W(j) \) are diagonal and capture the spatially varying weights on column \( j \) of the data term in (3). In particular, \( W(j)_{ii} = \lambda [(f)_{ij} - (f)_{i,j-1}]^2 + \lambda [(f)_{ij} - (f)_{i-1,j}]^2 + \frac{\nu}{\rho} \).

The solution to the overall segmentation problem is then obtained by alternately minimizing each of the two quadratic energies \( E_s(f) \) in (4) and \( E_r(s) \) in (6), as shown in Figure 1. Each of these minimizations is a large, computationally intensive, optimization problem, which must be performed repeatedly to obtain a segmentation. Direct solution of the system of equations defining the minimum of (4) or (6) at any stage of the algorithm would involve \( O(n^6) \) calculations and, since \( n \) is typically in the range of \( 10^2 \) to \( 10^3 \), would be prohibitively expensive. In practice, therefore, the solution is approximated to an arbitrary degree of accuracy via an iterative method, such as conjugate gradient [19] or multigrid [20]. Even with such methods, solution of the large set of equations is computationally challenging. Further, only the estimate of the image field \( \tilde{f} \) or edge process \( \tilde{s} \) is provided, with no measure of reliability.

To avoid these difficulties we use an interpretation of the problems (4) and (6) in an estimation theoretic context [18]. Such an interpretation of this segmentation problem allows a variety of

\(^1\)For clarity of presentation we ignore edge effects in the discrete formulations of (4),(5). Such edge effects only increase the notational complexity of the development.
statistically-motivated approaches to be taken. For example, in [18] a novel multiresolution estimation approach is used. In this work, however, we interpret the underlying spatial estimation problem as an equivalent dynamic estimation problem. Based on this interpretation we are able to formulate an efficient, statistically-based recursive solution. This statistically-based approach provides not only estimates of the fields themselves, but also corresponding measures of uncertainty. For simplicity we focus on the problem of processing two-dimensional MRI slices – i.e. images. The development to follow, however, carries over naturally to the case of three (or even higher) dimensional fields (i.e. volumes), where the computational gains should be even greater. Such results are the focus of present research [21].

3 An Estimation-Theoretic Interpretation

We now provide an estimation-theoretic interpretation of the quadratic minimization problems (4) and (6) as equivalent recursive estimation problems. To this end, note that (4) and (6) have the following common form:

\[ E(x) = \sum_{i=1}^{n} \|d(j) - x(j)\|_{R_1(j)}^2 + \|D_r x(j)\|_{R_2(j)}^2 + \|x(j) - x(j-1)\|_{Q(j)}^2 \]  

where the weighting matrices \( R_1(j), R_2(j), \) and \( Q(j) \) are diagonal, and the vector \( x(j) \) contains the elements from column \( j \) of the overall unknown desired image vector \( x = [x^T(1) \cdots x^T(n)]^T \).

Now, it is straightforward to show [22–24] that the value of \( \hat{x} \) or, equivalently, \( \hat{x}(j) \) for each \( j \), that minimizes the quadratic energy (7) is the same as the maximum-likelihood estimate of \( x(k) \) for each \( k \) based on the following set of observations and constraints:

\[
\begin{align*}
  x(j) &= x(j-1) + q(j-1), & q(j) &\sim \mathcal{N}(0, Q(j)) \\
  y(j) &= C(j) x(j) + r(j), & r(j) &\sim \mathcal{N}(0, R(j)) 
\end{align*}
\]

for \( j = 1, \ldots, n \), where \( x \sim \mathcal{N}(m, P) \) denotes a Gaussian random vector with mean \( m \) and covariance \( P \), the initial condition is given by \( x(0) = 0 \) and \( Q(0) = \lim_{\alpha \to -\infty} \alpha I \), and the variables \( y(j), C(j) \) and \( R(j) \) are defined as:

\[
\begin{align*}
  y(j) &= \begin{bmatrix} d(j) \\ 0 \end{bmatrix}, & C(j) &= \begin{bmatrix} I \\ D_r \end{bmatrix}, & R(j) &= \begin{bmatrix} R_1(j) & 0 \\ 0 & R_2(j) \end{bmatrix}
\end{align*}
\]

Given the form we have written (8)–(9) in we can see that another, equivalent interpretation of these equations specifies a dynamic estimation problem for the \( x(j) \). In particular, the components \( \hat{x}(j) \) of the minimizer \( \hat{x} \) of (7) are precisely the same as the series of smoothed estimates of \( x(j) \) based on the dynamic equation (8) and the observation (9) for \( 1 \leq j \leq n \). The advantage of the formulation (8)–(9) is that we may use efficient, recursive Kalman filtering based techniques for its solution. In effect, by recursively processing \( x(j) \) we are recursively estimating the columns of the segmented image. In effect, we trade solving a single large problem (estimating the entire image) for solving a series of smaller problems (estimating the values in a column). In addition, these estimation-theoretic methods provide not only estimates of the field, but also corresponding measures of uncertainty. Finally, the statistical smoothing view of (8)–(9) suggests a statistical interpretation of the parameters of the original formulation, which can provide a rational guide to their selection in practice.
4 A Recursive Filter-Based Solution

In this section we show how to efficiently solve (8),(9). First note that what is needed is the optimal estimate \( b_x(j) \) for each \( j \) based on all the data \( y(k), k = 1, \ldots, n \). This is known as the optimal smoothed estimate [25]. There are a number of efficient ways to generate this estimate, as described in [26–28]. In this work we use the Mayne-Fraser two-filter form of the optimal smoother [26,27]. In this approach, the smoothed estimates and associated error variances are obtained by combining the outputs of two independent Kalman filters based on (8),(9) – one starting at column \( j = 1 \) and running forward (i.e. left to right) and the other starting at column \( j = n \) and running backward (i.e. right to left), as depicted in Figure 3. Since each filter is independent, they may be run in parallel for greater throughput. The separate forward and backward estimates are then combined by weighting them by the inverse of their respective error variances, as detailed in [26,27]. The key, then, is to find an efficient method for performing the independent filtering steps, which we focus on next. In particular, we focus on the forward filtering step. The backward step is equivalent and the weighted averaging operation straightforward.

4.1 An Information Form Filter

To perform the filtering based on (8),(9) we will use an efficient version of the information form of the Kalman filter developed in [23]. In particular, an optimal information-form filtering algorithm for the system (8)–(10) is provided by the following recursive algorithm [23]:

**Information Filter Algorithm:**

**Prediction:**

\[
\begin{align*}
\bar{L}(j) &= \bar{Q}^{-1}(j) - Q^{-1}(j) \left( Q^{-1}(j) + \bar{L}(j-1) \right)^{-1} Q^{-1}(j), \\
\bar{x}(j) &= \bar{x}(j-1), \\
\bar{z}(j) &= \bar{L}(j)\bar{x}(j)
\end{align*}
\]

**Update:**

\[
\begin{align*}
\bar{L}(j) &= \bar{L}(j) + \bar{R}_1^{-1}(j) + D_r^T \bar{R}_2^{-1}(j) D_r, \\
\bar{z}(j) &= \bar{z}(j) + \bar{R}_1^{-1}d(j) \\
\bar{L}(j)\bar{x}(j) &= \bar{z}(j)
\end{align*}
\]

where \( D_r \) is the derivative operator defined in (5) and note that \( R_1(j), R_2(j), \) and \( Q(j) \) are diagonal matrices. The matrices \( L(j) \) appearing in the above algorithm are the information matrices corresponding to the estimate, and are equal to the inverse of the estimation error covariance for the filtered estimate of column \( j \). The filtered solution to (8)–(10) provided by the use of (11)–(16) is exact and, when optimally combined with the corresponding backward filtered estimates provides an estimate which is the same as the minimizer of (7). However, the above algorithm and interpretation break the problem into a series of smaller recursive steps and also provide measures of uncertainty for the estimates through the associated estimation error variances, which are the diagonal elements of \( L^{-1}(j) \).

For the sake of computational efficiency we go even further and approximate this exact solution. In particular, as done in [23], we use a two term series expansion of the matrix inverse in parentheses and replace the exact expression (11) for the predicted information matrix with:

\[
\bar{L}(j) \approx Q^{-1}(j) - Q^{-1}(j) \left( \Lambda^{-1}(j) - \Lambda^{-1}(j)\Omega(j)\Lambda^{-1}(j) \right) Q^{-1}(j)
\]

(17)
where $\Lambda(j)$ is the diagonal part of $Q^{-1}(j) + \bar{L}(j - 1)$ and $\Omega(j)$ is the remaining, off-diagonal part. This simple approximation to (11) yields results close to the exact solution of the variational formulation in most cases. If greater fidelity to the original variational formulation is required additional terms may certainly be added to the above approximate expansion, at the cost of more computation, larger models, and greater storage requirements. The fidelity of such approximations will depend on quantities such as the specific choice of parameters for the original variational problem along with the structure of the image. Such relationships are a topic of current investigation.

Finally, note that calculation of the updated estimate in (16) requires the solution of a system of equations. While this system of equations is much smaller than that appearing in the original problem, it can still be a computationally intensive task. Fortunately, the structure of this segmentation problem coupled with the approximation (17) combine to ensure that $\bar{L}(j)$ will remain sparse and banded (in particular, tridiagonal). In this case, the inversion operation implied in (16) can itself be efficiently performed via iterative methods, such as multigrid [20] or preconditioned conjugate gradient [19]. In our present implementation we use the conjugate gradient method preconditioned with the diagonal of $\bar{L}(j)$.

### 4.2 The Smoothed Estimate

Once the separate forward and backward filtered estimates are found using (8), (9) together with the efficient variant of (11)–(16), the individual estimates are then combined to obtain the resulting smoothed estimate $\tilde{x}(j)$ together with its uncertainty. Let $\tilde{x}_f(j)$ and $\tilde{x}_b(j)$ denote the output of the forward and backward filtering operations, respectively, and let $L_f(j)$ and $L_b(j)$ denote the information matrices corresponding to these filtered estimates. Then the overall smoothed estimate at column $j$, $\tilde{x}(j)$, is obtained as the solution of:

$$[L_f(j) + L_b(j)] \tilde{x}(j) = L_f(j)\tilde{x}_f(j) + L_b(j)\tilde{x}_b(j)$$

which we again solve using the diagonally preconditioned conjugate gradient technique. The corresponding error variances are given by the diagonal elements of $(L_f(j) + L_b(j))^{-1}$, which we approximate by the reciprocal of the corresponding diagonal elements of $L_f(j) + L_b(j)$. These error variances give us a measure of the uncertainty of the corresponding estimates.

### 5 Examples

In this section, we present numerical examples of segmented MRI imagery using the techniques we have described. We use the global segmentation algorithm shown in Figure 1 with the energy terms $E_s(f)$ and $E_f(s)$ described in (4) and (6), respectively. We initialize the $s$ field estimate to zeros and terminate the iteration when the percent change in $E(f,s)$ falls below a threshold. For the experiments shown here we used a 2% change as the indication of convergence. This structure is common to all the examples. What will differ is how the subproblems of minimization of $E_s(f)$ or $E_f(s)$ are performed. In particular, we compare straightforward solution of (4), (6) to the proposed recursive estimation-theoretic based technique. In both cases note that the formulation of (1) assumes that the value of the edge field $s$ lies in the range $[0, 1]$ while our solutions to the subproblem (6) contain no such constraint. To ensure the global iterations are well defined we simply truncate the edge function to the range $[0, 1 - \epsilon]$ for some small $\epsilon$ at each iteration if necessary. In practice, the solution to the unconstrained problem almost always lie in the required range anyway.
Comparison of estimates obtained with direct and recursive approaches

Here we compare images segmented using the algorithm of Figure 1 and exact solution of the normal equations to those obtained using the proposed efficient recursive technique. For these experiments we used parameter values of $\mu = 1$, $\lambda = 3$, $\nu = 1200$, and $\rho = \frac{1}{2}$. In Figure 4 we show the original proton density weighted MR image. In Figure 5, the two segmentations are shown. On the left is the solution obtained through direct minimization of the energy functionals (4) and (6) via exact solution of the corresponding normal equations or, equivalently, Euler equations. On the right is the corresponding solution for both $f$ and $s$ obtained by using the near optimal recursive approach. The images show that the recursive technique produces results that are almost identical to the direct solutions. To emphasize this point, in Figure 6 we show a histogram of the differences between the field estimates obtained by the two techniques. These histograms show the relative frequency (i.e. the histogram area equals one) of the corresponding errors as a percent of the corresponding full scale value. As can be seen all the values are clustered around zero. Both segmentations appear to do well in capturing the main boundaries between gray and white matter despite the presence of a significant gradient in absolute intensity across the image. In Figure 8 we show the result of thinning the thresholded edge field obtained in Figure 5.

Uncertainty Estimates

While the segmentations obtained by direct energy minimization and our recursive approach are quite similar, since our Kalman-filter-based technique is derived from an estimation-theoretic interpretation of the segmentation problem, we also generate associated error variance information, and thus measures of segmentation uncertainty. Such measures are important not only for the direct evaluation of the estimates themselves, but also for the fusion of such estimates with other sources of information, which we demonstrate later. While many approaches have been proposed for the segmentation of such MRI imagery, few have addressed this issue of error statistics. In Figure 9 we show the error standard deviation fields corresponding to the estimates in Figure 5. On the left is the standard deviation field corresponding to the smoothed field while on the right is the standard deviation field corresponding to the edge field. As can be seen, the error standard deviations for the field itself increase near edges while those of the edge field decrease near edges, as we would expect. In areas where the edges are weak, the corresponding error field indicates low reliability. These error measures are obtained as a by product of the processing in the recursive technique, and thus are obtained for free.

Computational Cost

We compare the computational cost of solving the segmentation problem represented in Figure 1 both through direct minimization of the energies and by our recursive method. The direct method finds the minimum of the energies (4),(6) at each iteration by explicitly solving the resulting system of so called normal or Euler equations. In practice, such large systems of equations are usually solved via iterative techniques, such as preconditioned conjugate gradient. Thus, for our comparison here we find the minimum of the energies (4),(6) at each stage using the conjugate gradient technique preconditioned with the diagonal of the corresponding normal equations [19]. Our recursive approach has already been described.

First we consider only the field estimates. In this case, both techniques took 4 global iterations to converge. Our recursive approach required approximately 20% fewer computations per iteration compared to the direct minimization approach. These solutions were obtained in a few minutes on
a SPARC 20 using unoptimized MATLAB code.

Next we compare the cost of calculating both the estimates of \( f \) and \( s \) together with the corresponding error measures (i.e. the error variances). For the direct approach, this calculation essentially corresponds to finding the diagonal elements of the inverse of the large matrix arising in the normal equations of the optimization problem, and since it requires inverting the matrix, is extremely costly. In contrast, for our recursive approach these error measures are obtained as a by product of the processing and thus are effectively free. In particular, in computing both these quantities the direct approach required a factor of approximately \( 10^4 \) more computations than our recursive method.

**Fusion of Multichannel Data**

Here we demonstrate the use of the error statistics provided by our technique for the fusion of edge information from multichannel data, in particular from registered \( T_1 \), \( T_2 \) and \( PD \) imagery. Our goal here is to demonstrate the potential usefulness of such uncertainty information through a prototype fusion problem.

There are at least two ways our approach can accomplish this fusion of edge information. The first method is based on the direct use of the three channels in a single overall variational formulation, as proposed in [8]. In this case all three channels are simultaneously used to directly obtain a single edge field. This single edge map is used as the basis for the generation of a piecewise smooth estimate of the intensity of each separate channel. Our approach to this method also provides the associated uncertainty measure for the aggregate edge map and individual channel estimates, and thus provides one rational means to obtain such overall measures for multichannel data. In particular, note that the measures obtained for each channel will reflect the effects of the information in all the channels. Since this approach is a direct extension of that in [8] we will not pursue it here.

An alternative approach to the fusion of the edge or segmentation information from such multichannel data is to perform a segmentation on each channel separately and then use the resulting uncertainty measures obtained for each edge image to subsequently fuse the individual edge maps. In effect, this approach treats the separate edge field estimates from each channel as independent observations of the edge field with uncertainty provided by the associated error variance measure. Such an approach serves as a paradigm of a variety of similar fusion problems, in which it is desired to combine information obtained from a variety of sources. In particular, suppose at a given image pixel location \((i,j)\), each channel provides a corresponding edge field estimate at that pixel, denoted by \( s_{T_1}, s_{T_2}, s_{PD} \), respectively. In addition, suppose that \( \sigma_{T_1}^2, \sigma_{T_2}^2, \sigma_{PD}^2 \) are the corresponding error variances associated with that pixel value as, for example, provided by our technique. If these edge estimates are uncorrelated from pixel to pixel and from channel to channel, then the optimal linear estimate of the overall edge field value at that pixel is provided by the quantity:

\[
s = \frac{\sigma_{T_1}^{-2}s_{T_1} + \sigma_{T_2}^{-2}s_{T_2} + \sigma_{PD}^{-2}s_{PD}}{\sigma_{T_1}^{-2} + \sigma_{T_2}^{-2} + \sigma_{PD}^{-2}}
\]

(19)

and the associated overall error variance \( \sigma^2 \) for the combined edge field estimate at that pixel is given by:

\[
\sigma^2 = \frac{1}{\sigma_{T_1}^{-2} + \sigma_{T_2}^{-2} + \sigma_{PD}^{-2}}
\]

(20)

As stated above, this assumes that the edge estimates obtained for each channel correspond to uncorrelated random variables. While this will not be the case, in general, the formulas (19) and
(20) still provide a rational way to combine such data. Note that if other sources of edge information are available with associated uncertainty measures, they may also be included in this framework.

Figure 10 shows T1 and T2 weighted MRI images that correspond to the PD weighted image in Figure 4. We generated separate edge estimates for each of these images using our technique. For the T1 image we used the parameters $\mu = 1$, $\lambda = 3$, $\rho = \frac{1}{2}$ and $\nu = 1000$, while for the T2 image we used the parameters $\mu = 1$, $\lambda = 3$, $\rho = \frac{1}{2}$ and $\nu = 1000$. In Figure 11 the resulting estimated edge fields for the T1 and T2 images are shown. The edge field for the PD weighted image was shown on the right in Figure 5. We then combined these individual edge estimates and corresponding uncertainty measures using the formulae in (19) and (20). The resulting fused edge image is shown on the left of Figure 12. Note that it contains edge information that does not exist in the edge image of any single channel. For instance, in the fused edge estimate, the boundary indicated by the arrow has been reinforced, indicating the incorporation of collateral edge information, since the same boundary in the PD edge estimate is incomplete. Note also how the estimation error, shown on the right of Figure 12 decreases as more information is added to the fused estimate of the edge field and more confidence in its value is developed.

6 Conclusions

In this paper we have presented a recursive approach to the segmentation of MRI imagery. This approach was based on an estimation theoretic interpretation of the segmentation problem and while efficient, provides solutions indistinguishable from direct solution of an equivalent variational problem. In addition to its efficiency, being statistically based the method also provides associated measures of uncertainty of the resulting estimates. Such measures are critical not only for evaluation of the segmentation but also for subsequent stages of the processing. An illustration of the use of such information was demonstrated through the fusion of edge information obtained from registered multichannel (PD, T1, and T2) imagery. This example demonstrated how the collateral information present in such data can be rationally combined when such measures of uncertainty are available. We are in the process of extending this approach to the 3-D case, which while providing greater computational challenges, should also provide greater gains. A systematic study of the robustness of this approach in a clinical setting together with the usefulness and interpretation of the associated uncertainty measures that are generated is also currently being undertaken.
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Figure 1: Segmentation Algorithm

Figure 2: Sampled values.

Figure 3: Recursive segmentation via recursive smoothing.
Figure 4: Original PD weighted image
Figure 5: Comparison of answer obtained by direct solution of the normal equations and our recursive estimation-based approach. The top figures are the $f$ field estimates and the bottom figures are the corresponding $s$ field estimates.
Figure 6: Histogram of difference between field estimates based on direct solution of the normal equations and our recursive estimation-based approach.

Figure 7: Histogram of difference between edge estimates based on direct solution of the normal equations and our recursive estimation-based approach.
Figure 8: Thinned edge field
Figure 9: Field and Edge Estimate Error Standard Deviations

Figure 10: T1 and T2 weighted images.
Figure 11: T1 and T2 weighted edge estimates.

Figure 12: Fusion of edge estimates and standard deviation of estimation error